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ABSTRACT

Sports video captioning is a task of automatically generating a
textual description for sports events (e.g. football, basketball
or volleyball games). Although previous works have shown
promising performance in producing the coarse and general
description of a video, it is still quite challenging to caption
a sports video with multiple fine-grained player’s actions and
complex group relationship among players. In this paper, we
present a novel hierarchical recurrent neural network (RNN)
based framework with an attention mechanism for sports
video captioning. A motion representation module is pro-
posed to extract individual pose attribute and group-level
trajectory cluster information. Moreover, we introduce a new
dataset called Sports Video Captioning Dataset-Volleyball
for evaluation. We evaluate our proposed model over two
public datasets and our new dataset, and the experimen-
tal results demonstrate that our method outperforms the
state-of-the-art methods.
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1 INTRODUCTION

Sports video captioning, which describes events and actions
happened in the match with language, has captured more
attention in multimedia and natural language processing com-
munities [8, 45]. In sports videos, a host of different categories
of players’ actions and interactions among players occur at
the same time, e.g. in a volleyball game (see Figure 1). The
complex variations of dynamic event and temporal structures
make sports video captioning an arduous problem.

Recently, more researchers strive to this emerging topic.
Conventional algorithms for video captioning can be divided
into two categories: one is template-based language mod-
el [13, 34, 48], which generates captions based on predefined
grammar rules, templates of sentences, and correlates each
part of sentence with detected object; and the other is se-
quence learning method [7, 10, 15, 27, 28, 30, 41, 49, 51]
that is inspired by Recurrent Neural Nework (RNN), such as
Long Short-Term Memory (LSTM) [14] and Gated Recurrent
Unit (GRU) [5]. Sequence learning methods achieve state-of-
the-art performance at present for visual captioning. They
are based on the encoder-decoder architecture: the encoder is
used to translate input original video frame to the compact vi-
sual feature, while the decoder is used to generate words and
sentences by sequence. However, all these methods can only
generate coarse description, and present a video sequence
simply by a collection of the frame-level feature, which ignore
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Conventional Captioning: 
Two teams· of pla.vers are pla.ring a 飞 吼rze.rball n1atc/1 in the g.vm 

Our Captioning: 
1Vow the team on the le.ft side is d飞：fending, while the team on the right side is attac/,ing. 

On the left, there are two pla.vers jumping and bloc/,ing. A pla.ver is digging, a pla.ver is 

waiting, and otlier teammates are standing. �Meanwhile, there is a pla.ver passing the 

ball to her teammate on the right side. A pla.ver is jumping and spi/(ing, while otlier 

teammates are standing. 

Figure 1: Illustration of sports video captioning task.
Conventional captioning generates coarse-level tex-
t description for a video. In contrast, sports video
captioning task needs to capture more fine-grained
individual action details and group relationships.

the motion details of player’s action and group activity, and
are not inappropriate for sports video captioning.

Sports video captioning should take not only global visu-
al appearance, but also the fine-grained individual motion
information into consideration. Player’s individual action is
the main fine-grained motion information in sports event,
which involves player’s articulated movements/pose estima-
tion [3, 4, 25] and motion trajectory [42, 52]. Capturing and
representing these motion accurately and effectively from the
untrimmed video would provide more informative cues for
captioning. Meanwhile, attention mechanism [23, 47, 50] is
often introduced to identify the salient visual regions with
high objectness score and meaningful visual pattern of an
image. For video captioning, the performance can be also
improved by attending the spatial salient object/player and
the temporal motion information. The key player’s action
or movement, such as dunking in basketball and shooting
in soccer, invariably play a significant role in a sports event,
thus precisely attending to these highlights and retrieving
the crucial movement are overwhelmingly critical for sports
video captioning.

In this paper, to address the above-mentioned issues, we
propose a novel hierarchical LSTM-based deep framework for
sports video captioning with attentive motion representation.
In particular, individual pose attribute features and group-
level trajectory cluster information will be fed into an encoder-
decoder network. Then, we fuse the motion representation
and global frame-level features by the attention mechanism
and decode them into natural language utilizing a sequence
to sequence architecture. Precisely, the main contribution of
this work are summarized as:

∙ We introduce a novel framework for sports video cap-
tioning with attentive motion representation based
hierarchical recurrent neural networks.

∙ A motion representation module is presented to extract
player’s pose and trajectory information, where we

capture semantic attribute from player’s skeletons, and
cluster trajectory from team-level movement.

∙ We collect a new dataset called Sports Video Cap-
tioning Dataset-Volleyball that mainly contains vol-
leyball games for evaluation. Meanwhile, extensive ex-
periments on two public benchmarks and our dataset
demonstrate the effectiveness and general applicability
of our framework. To the best of our knowledge, we are
the first to propose such a volleyball video captioning
dataset.

2 RELATED WORK

Video Captioning Early efforts adopt template-based lan-
guage methods [13, 34, 48] that align sentence elements with
detected words from visual content. Rohrbach et al. [34]
learned a Conditional Random Fields (CRF) [21] to model
the relationships between different components of video con-
tent, and generated sentence descriptions for video. Xu et
al. [48] proposed a unified framework to jointly model video
and language by utilizing a compositional language model
and a deep neural network.

Recently more sequence learning approaches [2, 7, 10, 27,
28, 30, 35] are used to learn probability distribution in space of
video and textual sentence for video captioning. Venugopalan
et al. [41] proposed an end-to-end sequence-to-sequence model
to generate captions for videos, and their model can directly
encode the temporal information by LSTM. Yao et al. [49]
proposed a temporal attention mechanism to automatically
select temporal segments for generating video caption. Yu
et al. [51] proposed a hierarchical recurrent neural network,
which consists of a sentence generator and a paragraph gen-
erator for video captioning. Furthermore, Hori et al. [15]
incorporated audio features with image and motion feature
for jointly video captioning via multi-model attention mecha-
nism. Krishna et al. [19] introduced a dense video captioning
model that combines the proposal and the captioning module
to caption each event by single sentence. However, the cap-
tions generated by these works are coarse-level and missing
lots of fine-grained level or detailed movement occurring in
sports videos.

Sports Video Analysis Works on sports video analy-
sis [16, 31, 32, 45] on group activity or team activity recogni-
tion are also relevant. Xu et al. [45] presented an approach for
event detection from live sports game with text and video on
the Internet. Zhu et al. [52] detected the goal event through
extracting tactic information from broadcast soccer video.
Duan et al. [8] proposed a mid-level representation between
audio-visual processing and semantic analysis for sports video
analysis. Ibrahim et al. [16] presented a hierarchical LSTM
model for group activity recognition in the volleyball game.

However, these previous methods are inappropriate for
sports video captioning task. In our work, we propose a novel
framework to describe details of sports games with attentive
motion representation.
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Figure 2: The overall framework of our sports video captioning model. (1) Action proposal module segments
the whole video into activities of players. (2) Motion representation module employs detected pose attribute,
trajectory clustering and frame-level feature to encode the individual action and group activity information.
(3) Finally, all features are fused and decoded through an LSTM-based sequence-to-sequence structure with
an attention mechanism. (4) Description generation module is used to generate textual caption.

3 THE PROPOSED APPROACH

The framework of our proposed approach for sports video cap-
tioning is illustrated in Figure 2. In particular, our framework
includes: (1) action proposal module; (2) motion representa-
tion module; (3) encoder-decoder with attention mechanism
and (4) description generation module. We adopt a sequence-
to-sequence based architecture [41], where the input is the
sequence of video frames, and the output is the sequence of
words. And the lengths of the input and output are variable.
Because the success of Long Short-Term Memory (LSTM)
Recurrent Neural Network (RNN) in the visual captioning
task, we employ this paradigm to our framework.

3.1 Action Proposal Module

Given a video, retrieving and localizing temporal segments
that likely contain paramount spatio-temporal group events (i.e.
attack, defend) or individual actions (i.e. spiking, passing) is
the first task. In our work, we adopt Deep Action Proposal-
s (DAP) [9] method for generating temporal action proposals.
We infer the temporal location and duration of the action pro-
posals from a 𝑇 -frame video. And each proposal is associated
with a confidence score. In practice, the input feature of video
frames is extracted from the top layer of a 3D convolutional
network (C3D) [38], and then an LSTM network is utilized
to encode the sequential information.

3.2 Motion Representation Module

For describing sports video in natural language, more fine-
grained details concerning player’s actions would be of great

assistance. Therefore, we design a motion representation
module to model player’s action, which consists of a pose
attribute detection part and a trajectory clustering part.

3.2.1 Pose Attribute Detection. Pose estimation is often
used to recognize the individual action in a fine-grained man-
ner. Given a sequence of frames (both RGB and optical flow),
we wish to determine the precise location of critical keypoints
of the human body, for understanding individual posture
and limb articulation as shown in Figure 3. In our work, we
firstly utilize Faster RCNN [11] for localizing all players and
extracting the bounding boxes. Then we have a set of can-
didate objects with the bounding box that represents their
location and appearance feature. Based on the probability
map, we select 12 bounding boxes with high confidence s-
core per frame. After that, we adopt hourglass model [24]
to extract the keypoints of each player. Center point of the
detected skeleton is utilized to measure the relative offset of
each body part, and optical flow values represent the mo-
tion of every joint, which manifest the characteristics of the
player’s movement (e.g. velocity and direction).

Then we extract pose-based CNN (Convolutional Neural
Network) feature [4] from each body parts of a player in
each frame. Based on the position of body joints (i.e. we
select five pose parts per player: right hand, left hand, upper
body, bottom body and full body), we crop corresponding
RGB and optical flow patches and normalize them to 224×
224. We adopt VGG-16 network pretrained on the ImageNet
dataset [20] for RGB patches, and motion network in [12]
pretrained on the UCF-101 dataset [37]. The pose-based
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Figure 3: Pose attribute detection part in our model.
The inputs are both RGB and optical flow images,
and the outputs are binary representation of seman-
tic attributes.

feature for each player in a frame can be denoted as 𝐹𝑝𝑜𝑠𝑒,
which concatenate all the features of each pose part.

However, directly and disorderly pooling all the player-
s’ pose-based feature is coarse, we desire to further cap-
ture more semantic attributes from raw features. We build
an attribute vocabulary from the annotated sentences in
dataset (e.g. UCF-101 [37], Volleyball [16]), and we use the
top 𝑘 high-frequency words of them. The pose attribute can
be object (e.g. hand, leg, head, feet) or motion (e.g. spike, dig,
pass). Taking 𝑛 player’s pose-based features {𝐹 1

𝑝𝑜𝑠𝑒, ..., 𝐹
𝑛
𝑝𝑜𝑠𝑒}

as input, we adopt the last fully connected layer of VGG-16
net to be a 𝑘-way classifier. We define 𝑦𝑖 = [𝑦𝑖

1, ..., 𝑦
𝑖
𝑘] as

the pose attribute vector of the 𝑖-th player, where 𝑦𝑖
𝑘 = 1 if

the player is annotated with attribute 𝑘, and 𝑦𝑖
𝑘 = 0 other-

wise. We define the attribute predict probability vector as
𝑝𝑖 = [𝑝𝑖1, ..., 𝑝

𝑖
𝑘], the loss function is as following:

𝐿𝑎𝑡𝑡 =
1

𝑛

𝑛∑︁
𝑖=1

𝑘∑︁
𝑗=1

[𝑦𝑖
𝑗 log(𝑝

𝑖
𝑗) + (1− 𝑦𝑖

𝑗) log(1− 𝑝𝑖𝑗)], (1)

After training, we formulate frame-level pose attribute vector
by fusing 𝑦𝑖 for all the players. Furthermore, we adopt the at-
tention mechanism in the encoder network (will be described
in 3.3) to get attentive pose attribute representation 𝐹𝑝𝑜𝑠𝑒 𝑎𝑡𝑡

of 𝑛 player’s poss attribute vector:

𝐹𝑝𝑜𝑠𝑒 𝑎𝑡𝑡 =

𝑛∑︁
𝑖=1

{𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑊𝑒𝑖𝑔ℎ𝑡} · 𝑦𝑖, (2)

3.2.2 Trajectory Clustering. The trajectory is good at rep-
resenting motion in videos, and clustering them into groups
can capture information of group or team activity. We adopt
the method in [33, 44] to extract the dense point trajectories
𝑇𝑟𝑎 = {𝑇𝑟𝑎1, 𝑇 𝑟𝑎2, ...𝑇 𝑟𝑎𝑀} for a sequence of frames, where
𝑀 is the number of trajectories. And we set the maximum
length of the trajectory to 15 frames. Furthermore, we follow
the distance metric in [33] to measure the similarity between
trajectory pairs, considering temporal interval and spatial
position. Then we partition all the detected trajectories into
groups by computing the affinity matrix between each tra-
jectory pair and utilizing a graph clustering method [33] as
depicted in Figure 4. Given a video, we can obtain 𝑚 clusters.

Figure 4: Trajectory clustering part in our model.

We assume the 𝑖-th trajectory cluster which contains
𝐿 trajectories as 𝑇𝑟𝑎(𝑖) = {𝑇𝑟𝑎𝑖1, ..., 𝑇 𝑟𝑎𝑖𝑙}. And defin-
ing each trajectory as a position point sequence 𝑇𝑟𝑎𝑖𝑙 =
{(𝑥1

𝑖𝑙, 𝑦
1
𝑖𝑙, 𝑧

1
𝑖𝑙), ..., (𝑥

𝑇
𝑖𝑙 , 𝑦

𝑇
𝑖𝑙 , 𝑧

𝑇
𝑖𝑙 )}, where (𝑥𝑡

𝑖𝑙, 𝑦
𝑡
𝑖𝑙, 𝑧

𝑡
𝑖𝑙) is the 3D

coordinates of the 𝑡-th point in trajectory 𝑇𝑟𝑎𝑖𝑙, and 𝑇 is
the time step of trajectory.

Following [43], we employ convolutional neural networks
to obtain the so-called trajectory-pooled deep-convolutional
representation. We input each frame to the CNN (VGG-16
in our work), and obtain a feature map of size 𝐻 ×𝑊 ×𝑁 ,
where 𝐻, 𝑊 and 𝑁 are the number of height, width and
channel, respectively. Finally, we achieve an overall feature
map 𝐶 ∈ 𝑅𝐻×𝑊×𝑇×𝑁 through concatenating all the feature
maps of the video, where 𝑇 is the length of the video. Then,
a trajectory point with coordinates (𝑥𝑡, 𝑦𝑡, 𝑧𝑡) (center at
(𝑟 × 𝑥𝑡, 𝑟 × 𝑦𝑡, 𝑟 × 𝑧𝑡)) in the feature map, where 𝑟 denotes
the map size ration with respective to the input size. Thus
the averaged feature of 𝑇𝑟𝑎𝑖𝑡 is formulated as the following:

𝐹𝑡𝑟𝑎𝑖𝑙 =
1

𝑇

𝑇∑︁
𝑡=1

𝐶(𝑟 × 𝑥𝑡
𝑖𝑙, 𝑟 × 𝑦𝑡

𝑖𝑙, 𝑟 × 𝑧𝑡𝑖𝑙), (3)

and the representation of the trajectory cluster is computed
via mean pooling of all trajectory features in the same cluster:

𝐹𝑡𝑟𝑎𝑖 =
1

𝐿

𝐿∑︁
𝑙=1

𝐹𝑡𝑟𝑎𝑖𝑙 , (4)

For a given video, we extract 𝑚 trajectory clusters and
the visual feature of them is defined as 𝐹𝑡𝑟𝑎1 , 𝐹𝑡𝑟𝑎2 , ..., 𝐹𝑡𝑟𝑎𝑚 .
Then we adopt attention mechanism in the encoder net-
work (will be described in 3.3) to formulate the overall tra-
jectory feature vector 𝐹𝑡𝑟𝑎:

𝐹𝑡𝑟𝑎 =

𝑚∑︁
𝑖=1

{𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑊𝑒𝑖𝑔ℎ𝑡} · 𝐹𝑡𝑟𝑎𝑖 , (5)

3.3 Encoder-Decoder with Attention
Mechanism

We follow the popular encoder-decoder framework for video
captioning. The encoder is a one layers bi-directional LSTM
which encodes the input video features into a sequence of
feature vectors. In our work, the LSTM based encoder takes
both attentive motion representation (i.e. pose attribute
feature 𝐹𝑝𝑜𝑠𝑒 𝑎𝑡𝑡 and trajectory clustering feature 𝐹𝑡𝑟𝑎) and
frame feature 𝐹𝑓𝑟𝑎𝑚𝑒 as input, which would be concatenated
to formulate total representation 𝐹𝑡 in the 𝑡-th frame. The
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updating procedure in LSTM is formulated as

ℎ𝑡 = 𝐿𝑆𝑇𝑀(ℎ𝑡−1, 𝐹𝑡),

𝐹𝑡 = [𝐹𝑝𝑜𝑠𝑒 𝑎𝑡𝑡, 𝐹𝑡𝑟𝑎, 𝐹𝑓𝑟𝑎𝑚𝑒]
(6)

where ℎ denotes the hidden state of LSTM, and [·] denotes
concatenate operation.

The decoder takes the encoder representation as input,
then sequentially produce the output vector, where denotes
the predicted word at each time step. At each time step 𝑡,
the LSTM updates its hidden state ℎ𝑡 and output 𝑦𝑡 based
on its previous hidden state ℎ𝑡−1 and output 𝑦𝑡−1 and the
encoder embeddding 𝑉 , as the following:

[
𝑦𝑡
ℎ𝑡
] = 𝐷𝑒𝑐𝑜𝑑𝑒𝑟(ℎ𝑡−1, 𝑦𝑡−1, 𝑉 ), (7)

Next, we will introduce the attention mechanism in the
encoder network.

Attention Mechanism: Conventional methods (e.g. mean
pooling operation) always ignore the importance of motion
information for video captioning, where the key player often
plays the most remarkable role in group event. We adopt
a soft attention model to obtain dynamic weighted sum of
the pose attribute feature and trajectory cluster represen-
tation (described in Sec 3.2.1 and 3.2.2). Given the motion
representation 𝐹 , we denote 𝐹𝑖 ∈ {𝐹1, ..., 𝐹𝑛} for the feature
of the 𝑖-th players or the 𝑖-th trajectory clusters, where 𝑛 is
number of players or number of trajectory clusters. We feed
them to a single linear transform layer followed by a softmax
function to calculate the attention distribution over motion
representation 𝐹𝑖 (i.e. pose attribute feature 𝐹𝑝𝑜𝑠𝑒 𝑎𝑡𝑡 and

trajectory cluster feature 𝐹𝑡𝑟𝑎), and define 𝑠𝑡𝑖 = (𝑠𝑡1, ..., 𝑠
𝑡
𝑛)

𝑇

as the importance score in 𝑖-th player or 𝑖-th trajectory cluster
on 𝑇 frames:

𝑠𝑡𝑖 = 𝑈𝑠 tanh(𝑊𝑓𝑠𝐹𝑖 +𝑊ℎ𝑠ℎ
𝑠
𝑡−1 + 𝑏𝑠), (8)

where 𝑈𝑠, 𝑊𝑓𝑠, 𝑊ℎ𝑠 are the training parameters, and 𝑏𝑠 is the
bias vector. ℎ𝑠

𝑡−1 is the hidden variable from an LSTM unit.
Then the attention weight is computed as a normalization of
the scores:

𝛼𝑡
𝑖 =

exp(𝑠𝑡𝑖)∑︀𝑛
𝑖=1 exp(𝑠

𝑡
𝑖)
. (9)

After that, the visual feature input to the encoder at time
𝑡 is computed by the weighted sum of the frame features,

i.e. 𝐹
′
𝑡 ,

𝐹
′
𝑡 =

𝑛∑︁
𝑖=1

𝛼𝑡
𝑖𝐹𝑖, (10)

where 𝑛 denotes the number of players or trajectory clusters,
𝛼𝑡
𝑖 is the attention weight of 𝑖-th player or 𝑖-th trajectory

cluster at time 𝑡. With the attention mechanism, the encoder
is able to attend on the salient trajectory movement and key
player’s pose information.

3.4 Description Generation Module

The aim of video captioning in our work is to generate a
paragraph includes several word sequences. For generating

Fi
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Figure 5: Attention Mechanism in our model.

the sentence, the likelihood of generating a word in the 𝑛-th
sentence is formulated as the following:

𝑃 (𝑤𝑛
𝑡 |𝑠1:𝑛−1, 𝑤

𝑛
𝑡−1, 𝐹𝑡,𝑊 ), (11)

where 𝑠1:𝑛−1 represents all the preceding sentences in the
paragraph, 𝑤𝑛

𝑡−1 means all the previous words in the 𝑛-th
sentence, 𝐹𝑡 are the feature that concatenate attentive mo-
tion representation and global features in the corresponding
frames of the video, and 𝑊 represents the model parameters.
Furthermore, we define the overall loss function of generating
the whole paragraph 𝑠1:𝑁 as:

𝐿𝑐𝑎𝑝 = −
𝑁∑︁

𝑛=1

𝑇𝑛∑︁
𝑡=1

log𝑃 (𝑤𝑛
𝑡 |𝑠1:𝑛−1, 𝑤

𝑛
1:𝑡−1, 𝐹𝑡,𝑊 ))/

𝑁∑︁
𝑛=1

𝑇𝑛

(12)
where 𝑁 is the number of sentences in the paragraph, 𝑇𝑛 is
the number of words in the 𝑛-th sentence.

4 SPORTS VIDEO CAPTIONING
DATASET

Sports Video Captioning Dataset-Volleyball (SVCDV) is a
new dataset introduced by us that is focus on sports cap-
tioning. SVCDV has totally 55 videos with 4,830 short clips
collected from Youtube, which are mainly high-resolution
broadcast Olympic volleyball games. Specifically, the short
clips are segmented into different types of group activities,
and each short clips has more than 50 frames. It is annotated
based on the Volleyball Dataset [16] that is introduced to
address group activity recognition issue especially. We an-
notated natural language description of player action and
group activity happened in each video, and each sentence
with respect to one action or movement. Furthermore, SVCD-
V has totally 44,436 sentences, of which each video clip has
9.2 sentences on average. Meanwhile, the average sentences
per second is 0.366, and verbs per sentence is 1.72, and
verb ratio is 16.2% in the SVCDV dataset, which are all
more than that in current general video captioning dataset-
s (e.g. MSVD [13, 27], MSR-VTT [46], ActivityNet [19]). It
demonstrates that SVCDV dataset is extremely suitable for
sports captioning task. Besides, each player is labeled with
a bounding box and one of the nine action labels: waiting,
setting, digging, falling, spiking, blocking, jumping, moving
and standing. The whole frame is annotated with one of the
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eight group activity labels: right set, right spike, right pass,
right winpoint, left winpoint, left pass, left spike and left set.
These labels can be utilized for individual pose attribute
learning and group relationship modeling. In experiments,
we split it into training, validation and testing sets of 65%,
5%, 30%, corresponding to 3,140, 241 and 1,449 video clips
respectively.

5 EXPERIMENTS

In this section, we conduct extensive experiments to demon-
strate the effectiveness of our approach on two public bench-
mark datasets: MSVD Dataset, MSR-VTT Dataset,
and Sports Video Captioning Dataset-Volleyball. In
the following, we first briefly introduce the datasets, evalua-
tion metrics and implementation details. Then we describe
the comparison methods, and present the experimental re-
sults and analysis.

5.1 Datasets

Microsoft Video Description Dataset (MSVD) [13, 27]
contains 1,970 short videos collected from YouTube, where
each video describes a single activity in a wide range of
topics (e.g. animals, music, actions and sports). In total, the
dataset consists of 80,839 sentences with regarding 40 English
descriptions per video clip, and each sentence has about 8
words. Following the same setting in [13], we select 1,200
videos as the training set, 100 for validation and 670 as the
testing set.

MSR Video-to-Text Dataset (MSR-VTT) [46] is the
largest general video captioning dataset in the size of sen-
tences and vocabulary. It contains 10,000 video clips with 41.2
hours and 200,000 clip-sentence pairs in 20 categories (e.g.,
news, sports), and 20 natural sentences annotated manually
for each video clip. Following the same setting in [46], we
split it into training, validation and testing sets of 65%, 5%,
30%, corresponding to 6,513, 497 and 2,990 clips respectively.

MetricsWe choose four popular metrics for the evaluation:
CIDEr (C) [40], BLEU (B) [29], METEOR (M) [6], and
ROUGE-L(R) [22]. We adopt Microsoft COCO evaluation
tools1 to test the performance of video captioning, which has
implemented the metrics and evaluation functions.

5.2 Implementation Details

For video preprocessing, we sample equally-spaced 25 frames
for each video, and resize them to 224 × 224 resolution. A
VGG-16 network [36] pretrained on the ImageNet dataset [20]
is used for extracting visual appearance features. We select
a sequence of 4096-dimensional feature vectors produced by
the fully connected layer fc7. Besides, we employ pretrained
C3D [39] on the Sports-1M dataset [17] to model motion and
short-term spatio-temporal activity of videos. We extract
activation vector from fully-connected layer fc6-1 of C3D
network from frames of input video.

For text preprocessing, we convert all words to lowercases
and split sentences into words and remove punctuation using

1https://github.com/tylin/coco-caption

wordpunct-tokenizer method from NLTK toolbox2. Conse-
quently, we achieve the vocabulary with 12,593 words from
MSVD, 13,065 words from MSR-VTT, and 7,296 words from
SVCDV, where the word with the frequency less than 3
is removed. Furthermore, we utilize the one-hot vector to
represent each word in our work.

For training our model, we add tag BOS and EOS to
denote the begin and end of each sentence, respectively, which
is aimed at making the length of sentences arbitrary. Then
we input the BOS into video decoder to start generating
video descriptions. The learning rates for training stage and
the training batch size are set to 1× 10−4 and 64 for MSVD,
MSR-VTT and SVCDV, respectively. Meanwhile, we adopt
Dropout for regularization with probability 0.5 on the input
and output of encoder LSTMs and decoder LSTMs. For
LSTMs in our model, the size of hidden states are set to
1,024, and size of embedding representation of video feature
and words are set to 512. We select Adam optimizer [18] to
update all the parameters in our model. We stop training
our model until 200 epochs until the evaluation metric does
not improve on the validation set. In the testing, we adopt
the beam search strategy with the beam size 5. Our model is
implemented using the TensorFlow [1] library with a single
NVIDIA GTX 1080Ti GPU.

5.3 Compared Methods

In order to demonstrate effectiveness of our approach, we
compare our model with following state-of-the-art methods:
S2VT [41], LSTM-E [48], TA [49], HRNN [51], HRNE [26],
DenseCap[19]. Following the experiments set in [19], we com-
pare existing video captioning models using ground truth
proposals.3. Since not all the papers report all the informa-
tion, we only report results on the test set in all the dataset
in our experiments.

5.4 Result and Analysis

Results On General Datasets: To evaluate the generality
of our model, we conduct experiments on the MSVD and
MSR-VTT datasets that are general video captioning dataset-
s covering wider topics. The results and comparisons can be
found in Table 1. As can be seen, the proposed method is
able to achieve competitive results. On the MSVD dataset,
the performance of our method is no more 2% worse than
the state-of-the-art methods across all metrics. Meanwhile,
the performance of our model can get the second place on
MSR-VTT across most of metrics. The results imply that
better fine-grained motion representation can also effectively
enhance the performance of general video captioning. Par-
ticularly, it is worth noting that our model can be easily
integrated with the compared methods for general video
captioning. From the Table 1, we find that S2YT performs
much worse than other models in the MSVD dataset since it
encodes long sequences of video by mean pooling. H-RNN

2http://www.nltk.org
3In the experiments, the parameter settings of above-mentioned meth-
ods are adopted from corresponding papers.
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Table 1: Performance comparisons of our method and the state-of-the-art approaches with different video
features on the MSVD/MSR-VTT Dataset. (V) denotes VGGnet, (O) denotes optical flow, (G) denotes
GoogleNet, (C) denotes C3D and (R) denotes ResNet-152. All results are cited from corresponding papers.
The best performance is highlighted in bold.

Methods
MSVD MSR-VTT

B@1 B@2 B@3 B@4 M C B@4 M C

basic LSTM(R) 80.6 69.3 59.7 49.6 32.7 69.9 - - -
S2VT [41](V) - - - - 29.2 - - - -

S2VT [41](V+O) - - - - 29.8 - 31.4 25.7 35.2
S2VT [41](C) 73.5 59.3 48.2 36.9 29.8 48.6 31.4 25.7 35.2

LSTM-E [48](V) 74.9 60.9 50.6 40.2 29.5 - - - -
LSTM-E [48](C) 75.7 62.3 52.0 41.7 29.9 - - - -

LSTM-E [48](V+C) 78.8 66.0 55.4 45.3 31.0 - - - -
TA [49](R) 81.6 70.3 61.6 51.3 33.3 72.0 - - -
TA [49](V) - - - - - - 35.6 25.4 -
TA [49](C) 74.1 58.9 48.2 36.6 29.4 48.1 36.1 25.7 -

TA [49](G+C) 80.0 64.7 52.6 42.2 29.6 51.7 - - -
TA [49](V+C) - - - - - - 36.6 25.9 -
HRNN [51](V) 77.3 64.5 54.6 44.3 31.1 62.1 - - -
HRNN [51](C) 79.7 67.9 57.9 47.4 30.3 53.6 - - -

HRNN [51](V+C) 81.5 70.4 60.4 49.9 32.6 65.8 - - 20.2
HRNE [26](G) 78.4 66.1 55.1 43.6 32.1 - - - -

HRNE+TA [26](G) 79.2 66.3 55.1 43.8 33.1 - - - -
DenseCap[19](C) - - - - - - - - -

Ours model (V+C+O) 80.7 69.5 60.7 50.5 32.7 69.6 36.2 25.6 33.5

Figure 6: Qualitative video captioning results on the SVCDV dataset. The highlights in red denote important
actions and activities in a sports event.

performs slightly better due to its attentive object-level fea-
tures. In addition, we have seen how utilizing a more powerful
feature representation can improve the performance, where
methods with ResNet features perform significantly better
than C3D features (e.g. TA with ResNet feature obtains
the best performance than that with other features in the
MSVD dataset). Specifically, it should be pointed out that

the proposed method focuses on sports video captioning and
also has the ability for general video captioning.

Results On SVCDV: We evaluate our method on the
new SVCDV dataset that mainly contains sports videos.
Table 2 reports the results and comparisons with the state-of-
the-art and baseline methods. As can be noticed in Table 2,
our approach improves plain techniques and achieves the
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Table 2: Performance comparisons of our method
and the state-of-the-art approaches on the SVCDV
Dataset and the components analysis of our frame-
work.

Methods B@4 R M C

S2VT [41] 25.62 45.26 21.55 1.96
HRNN [51] 24.53 44.97 20.96 2.05
DenseCap[19] 26.77 46.78 23.33 2.29

Ours w/o motion 24.55 44.22 20.36 1.68
Ours w/o pose 25.12 44.57 21.21 1.99
Ours w/o trajectory 26.65 45.05 21.69 2.05
Ours w/o attention 27.18 46.38 23.19 2.06

Ours full model 28.39 47.75 24.23 2.52

state-of-the-art performance on SVCDV. We choose 𝑆2𝑉 𝑇
model as a baseline with only global video feature without
attentive motion representation. The baseline achieves the
worst performance that deteriorates our proposed framework
by about 3% across all metrics. It obviously manifests that
the introducing attentive motion representation is rewarding
for improving the performance of sports video captioning.
Although HRNN and DenseCap have the ability to extract
context information from the video, more accurate articu-
late action information is neglected. It suggests that our
framework is capable to generate sentences containing more
fine-grained motion representation and group relationship.
Figure 6 illustrates quite a few qualitative captioning results
on the test data of SVCDV datasets. As can be seen, our
framework can abstract more fine-grained action and activ-
ity details in the generated text description, and in more
accordance with the ground truth. However, our generated
caption fails to describe accurate players’ actions or activities
in several cases (e.g. ’blocking’ is mistaken as ’standing’),
due to that some actions in the video share high similarities
and occlusions in the video. More training data and accurate
action detection model can be beneficial to better distinguish
these actions.

Components Analysis: To give evidence of the effective-
ness of each component in our model (i.e. motion representa-
tion module and attention mechanism), we have conducted
further experiments for comparison. As can be seen in Ta-
ble 2, we analyze and identify the effect of each module in our
framework. Firstly, we evaluate how much motion representa-
tion module can help sports video captioning. In our work, we
utilize both pose attribute feature and trajectory clustering
feature as our motion representation. As a comparison, we
only extract the whole video features through C3D model
and LSTM scheme (i.e. Ours w/o motion in Table 2), the
performance is the worst. It indicates that the motion repre-
sentation module is the most paramount component in our
model, and the performance would drop drastically if missing
this module (i.e. performances degrade more than 4% across
all the metrics compared with the full model). Because the
raw video feature cannot extract more individual motion de-
tails from each frame. Comparing pose attribute feature with

trajectory clustering, our method without pose attribute fea-
ture achieves worse performance than that without trajectory
clustering. Obviously, it proves the pose attribute feature is
more crucial than trajectory cluster, because more individual
player motion description exists in dataset and attributes
can capture more semantic information. Especially, we can
see improvements by introducing attention mechanism into
our encoder, suggesting that attention is exceedingly useful
for sports video captioning. Since the key players invariably
play an considerable role for the sports event. Meanwhile, it
also reveals that fusing features of video by mean-pooling is
not the best choice.

6 CONCLUSION

In this paper, we proposed a novel deep framework for sports
video captioning based on extracting attentive motion repre-
sentation. Through capturing human pose attribute feature
and group trajectory clustering, our model was capable of
describing more fine-grained information regarding players
and team-level movement in a sports game. We evaluated
our model on two public datasets and a new introduced S-
ports Video Captioning Dataset-Volleyball. The experimental
results demonstrated the effectiveness of our framework that
achieves competitive or superior performance compared with
the current state-of-the-art models.
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