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ABSTRACT
Visual storytelling aims to automatically generate a human-like
short story given an image stream.Most existingworks utilize either
scene-level or object-level representations, neglecting the interac-
tion among objects in each image and the sequential dependency be-
tween consecutive images. In this paper, we present a novel Latent
Memory-augmented Graph Transformer (LMGT), a Transformer
based framework for visual story generation. LMGT directly inher-
its the merits from the Transformer, which is further enhanced with
two carefully designed components, i.e., a graph encoding module
and a latent memory unit. Specifically, the graph encoding module
exploits the semantic relationships among image regions and atten-
tively aggregates critical visual features based on the parsed scene
graphs. Furthermore, to better preserve inter-sentence coherence
and topic consistency, we introduce an augmented latent memory
unit that learns and records highly summarized latent information
as the story line from the image stream and the sentence history.
Experimental results on three widely-used datasets demonstrate the
superior performance of LMGT over the state-of-the-art methods.
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Latent Memory-augmented Graph Transformer

(1) (2) (3) (4) (5)

… … … ...

Generated Story: (1) A group of friends went on a hike yesterday. (2) There were
flowers on the plant. (3) [Male] and [female] had a great talk. (4) [Female] drank
a lot of water in the cup while we were hiking. (5) The view was spectacular.

…

…

…

…

…

…

…

…

Figure 1: Illustration of the task of visual storytelling. Given
an image streamwith its corresponding scene graphs shown
in the first row, our proposed LMGT can encode image re-
gions integrated with critical semantic relationships into
feature embeddings, and then decode them to a human-like,
coherent, and informative story.

’21), October 20–24, 2021, Virtual Event, China. ACM, New York, NY, USA,
10 pages. https://doi.org/10.1145/3474085.3475236

1 INTRODUCTION
With the popularity of social networks, a tremendous number of
users routinely share a series of photos, along with their related
comments/stories on social media platforms such as Instagram and
Flickr. Consequently, a new task of visual storytelling [1, 24, 27, 34,
37, 43, 62, 64, 72], which aims at automatically generating a narra-
tive story for an image stream (as shown in Figure 1), has recently
attracted increasing attention in the multimedia community.

Given a stream of images, humans are capable of composing a
suitable story line and then generating a sequence of sentences. A
good automatic storyteller should imitate humans to completely
understand the visual contents and their relationships (e.g., objects,
actions, scenes, and human-object interactions), and explicitly ex-
ploit the sequential and contextual dependencies along the image
sequence. As such, most existing approaches for (single) image cap-
tioning [9, 14, 16, 22, 25, 32, 53, 56, 66, 75] cannot be directly adopted
to handle this task since they neglect the sequential dependencies
over the image stream when composing a story with multiple iso-
lated sentences rather than a holistic story line. In addition, the
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inter-image temporal gap and visual change in an image stream are
often far greater than the inter-frame variations in a video, making
video captioning methods [4, 13, 21, 29, 41, 49, 50, 54, 73, 76–78]
perform unsatisfactorily for visual storytelling either.

Recently, a number of approaches have been specifically pro-
posed to address this challenging task [19, 20, 23, 27, 33, 43, 64, 67,
68, 70, 72]. Most of them employ either scene- or object-level image
representations based on Recurrent Neural Networks (RNNs), e.g.,
Long Short-Term Memory (LSTM) [17] and Gated Recurrent Units
(GRU) [8]. However, the majority of them neglect the semantic
interactions among objects in each image. Moreover, RNNs based
methods usually suffer from the insufficient memory to store a long
sequence with complex temporal dependencies [9, 32, 46, 47, 51, 59],
thus failing to generate a coherent, human-like long narrative. As an
alternative, the Transformer [59] has been recently proposed with
potentially better performance than RNNs in sequence modeling
and achieved remarkable successes in a variety of tasks, especially
in language understanding. However, how to effectively employ
the Transformer for visual storytelling has not yet been explored.

Since the capability of long-term sequential modeling is crucial
for story generation, in this paper, we aim to unleash the potential
of the Transformer to handle our challenging task. However, it is
non-trivial to account for all the following specific requirements
of the task in addition to long-term modeling: 1) the need to un-
derstand visual contents and their implicit semantic relationships
in each image, and 2) the need to maintain inter-sentence coher-
ence and topic consistency throughout the whole story. To meet
these requirements in the context of the Transformer and inspired
by the human way of telling a story, we propose a novel Latent
Memory-augmented Graph Transformer (LMGT) for visual story-
telling. LMGT shares the basic architecture with the Transformer,
but enhances it with two carefully designed components, i.e., a
graph encoding module and a latent memory unit. Specifically, the
graph encoding module encodes visual embeddings simultaneously
integrated with structured semantic relationships among various
image regions by constructing a scene graph. In addition, the latent
memory unit is introduced to capture latent contextual clues as the
story line, as well as record the previous history of images and gen-
erated sentences to preserve topic consistency and inter-sentence
coherence, wherein the memory state can be updated based on the
current input and previous memory. Finally, we integrate the fea-
ture embeddings learned from both the graph encoding module and
the latent memory unit, and then decode them into a human-like,
coherent and informative story for the given image stream.

The main advantages of LMGT are three-fold. First, LMGT ex-
ploits the power of the Transformer for visual storytelling, whose
delicately designed self-attention mechanisms can substantially
improve long-term sequence modeling. Second, we enhance the
vanilla Transformer by incorporating the graph encoding module,
which enables the Transformer to handle more complex structures
and capture important semantic relationships by virtue of a scene
graph. Last but not least, the proposed latent memory unit lever-
ages highly summarized latent information to propagate history
for future sentence generation, significantly improving the basic
self-attention and maintaining inter-sentence coherence and topic
consistency. Note that our proposed components can be easily

plugged into the vanilla Transformer, while maintaining its unique
advantages of parallel computation and flexible modularity.

In summary, the main contributions of this work include:
1) We introduce a novel Latent Memory-guided Graph Trans-

former for visual storytelling by simultaneously capturing the vi-
sual relationships in each image and the sequential dependencies
across the image stream.

2)We design a graph encoding module to exploit the interaction
between image regions in each image and further enhance the fea-
ture embeddings with the detected semantic relationships through
scene graph parsing.

3) We propose a latent memory unit to learn the highly sum-
marized latent information as story lines, and store the sequential
history to make the generated sentences more coherent and the
overall topic more consistent.

4) Extensive experiments on three public benchmarks show
that the proposed LMGT achieves the state-of-the-art performance,
while qualitatively generating more human-like coherent stories
than the competitors.

2 RELATEDWORK
Transformer and Visual Captioning. The Transformer [59] has
achieved significant successes in recent years, especially in natural
language processing (NLP), such as machine translation [59], text
generation [12], pre-trained language modeling [10, 12, 71], multi-
modal representation [6, 57, 58] and documents summarization [38].
The Transformer has strong abilities to draw global dependencies
between input and output and takes the advantage of large-batch
parallel training. Recently, a few attempts [9, 16, 22, 31, 32, 53, 77]
have leveraged the Transformer for image and video captioning.
For instance, Herdade et al. [16] captured the geometric weights be-
tween entities in the image as the attention of the Transformer for
generating captions. Huang et al. [22] enhanced the self-attention
by scaling the weights of the final attended information consider-
ing image contextual information. Inspired by the advantages of
the Transformer, we enhance the vanilla Transformer with graph
encoding and latent memory recording in a more effective way to
address visual story generation, which are significantly different
from [9, 31]. To the best of our knowledge, we are the first to pro-
pose such a Transformer-based model to address this specific task,
which may provide a reference in this line of research.
Visual Storytelling. The task was first introduced in [24] with a
specific dataset, i.e., the Visual StoryTelling Dataset (VIST). To tackle
the challenging task, on the one hand, prior efforts [27, 43, 64, 72]
attempted to directly adapt the methods in visual captioning (e.g.,
RNNs based sequence-to-sequence models with attention mecha-
nisms) to story generation. For example, Kim et al. [27] introduced
two levels of hierarchical RNNs with attentionmechanisms in terms
of global encoding level and local image level to address multi-
image cued story generation. On the other hand, several recent
works [1, 18, 19, 33, 34, 37, 62, 67, 70] have devoted to incorporat-
ing semantic knowledge to improve the quality of the generated
story. For instance, Li et al. [33] inferred semantic concepts and cap-
tured cross-modal rules for visual storytelling, and Hsu et al. [19]
distilled a wealthy of words from an external knowledge graph
to generate more interesting stories. In addition, another line of
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approaches [20, 23, 68] have demonstrated the effectiveness of
adopting reinforcement learning into the model with newly pro-
posed rewards, e.g., Wang et al. [68] designed an adversarial reward
learning approach by implicitly imitating human demonstrations.
However, the story generated from most of the previous meth-
ods are not yet satisfied, due to the limited memory capacity of
RNNs based architectures and neglecting the wealthy interaction
among image regions. Differently, we propose a novel Transformer-
based framework in this paper, and we equip the model with two
specifically designed components to better fulfill this task, by si-
multaneously capturing structural semantic relationships, latent
story lines, and long-term sequential dependencies.

3 PRELIMINARY
3.1 Transformer and Self-Attention
Recently, the vanilla Transformer model [59] and its variants have
obtained significant achievements in various domains, especially
in NLP. The key to its success is largely attributed to the proposed
self-attention mechanism. This mechanism learns a query matrix
𝑄 , a key matrix 𝐾 of dimension 𝑑𝑘 and the corresponding value
matrix 𝑉 . Formally, it can be formulated as follows:

Att(𝑄,𝐾,𝑉 ) = Softmax(𝑄𝐾
𝑇√
𝑑𝑘

)𝑉 . (1)

Furthermore, the Transformer employs the multi-head attention
to combine ℎ scaled dot-product attentions running in parallel,
enabling the model to jointly attend to important information from
various embeddings at different positions. Given the input queries,
keys, and values which can be mapped onto ℎ subspaces, the ℎ-head
self-attention can be calculated as follows:

MultiHead(𝑄,𝐾,𝑉 ) = Concat(𝐻1, · · · , 𝐻ℎ)𝑊𝑂 ,

where 𝐻𝑖 = Att(𝑄𝑊𝑄

𝑖
, 𝐾𝑊𝐾

𝑖 ,𝑉𝑊
𝑉
𝑖 ),

(2)

where𝑊𝑄

𝑖
,𝑊𝐾

𝑖
and𝑊𝑉

𝑖
∈ R

𝑑
ℎ
×𝑑 denote the independent head

projection matrix, respectively, and 𝑊𝑂 = {𝑊𝑂
𝑖
∈ R

𝑑
ℎ
×𝑑 , 𝑖 ∈

{1, · · · , ℎ}} refers to a fully connected layer to concatenate the
output from the ℎ heads.

Generally, there are 𝐿 layers in the encoder and decoder of the
Transformer model. In the 𝑙-th layer, the multi-head self-attention
module takes the hidden states of the previous layer, i.e., 𝐻 𝑙−1, as
input and obtains attention-aware output, which is then fed to
a feed-forward layer. Besides, residual connection [15] and layer
normalization [3] are also leveraged in each layer.

4 PROPOSED APPROACH
4.1 Overview
Problem Formulation. We define the input image stream as I =

{𝐼1, · · · , 𝐼𝑁 }, where 𝑁 indicates the total number of images in the
stream. Our goal is to generate a short story 𝑦 composed of 𝑁
sentences, i.e.,𝑦 = {𝑦1, · · · , 𝑦𝑁 }, where each sentence𝑦𝑛 consists of
𝑇 words, i.e., 𝑦𝑛 = {𝑤1, · · · ,𝑤𝑇 }. To capture semantic relationships
among different image regions, we construct a set of scene graphs
G for the given images based on a pre-trained scene graph parser,
i.e., G = {𝐺1, · · · ,𝐺𝑁 }, where 𝐺𝑛 denotes the scene graph of the
𝑛-th image in the stream.

Feed Forward

Linear

Softmax

Word Embedding

PE ⊕ PE

Linear & NormLinear & Norm

We went on a 
hike yesterday.
There were….

Outputs Words 
(shift right)Input Image Stream

Object Detector
Scene Graph Parser

Add & Norm

Add & Norm

Multi-Head Attention

Add & Norm

Multi-Head Attention

Add & Norm

Feed Forward

L×
L×

Multi-Head
Graph Attention

Add & Norm

Feed Forward

Graph 
Encoding

Probabilities

⊕

Latent Node
Space

Latent Memory Unit

Memory 
Update

Figure 2: Overview of the proposed Latent Memory-
augmented Graph Transformer, which mainly consists of
two carefully designed components marked with the red
borders: a graph encoding module to obtain implicit seman-
tic relational embeddings of input image regions based on
scene graphs, and a latent memory unit to help the Trans-
former record the important contextual and historic infor-
mation as latentmemory. “PE" denotes Positional Encoding.

As illustrated in Figure 2, the overall framework of our proposed
method follows a typical Transformer-based encoder-decoder ar-
chitecture. The encoder and decoder are both composed of sev-
eral stacks of multi-head attention layers and feed-forward layers.
Moreover, we introduce a graph encoding module in the encoder,
to encode the input image regions with the corresponding semantic
relationships based on the parsed scene graph, which transfers the
structural semantic knowledge from images to text descriptions.
In the meantime, a latent memory unit is incorporated into the de-
coder, in order to capture and record latent historical information
as the story line to maintain inter-sentence coherence and topic
consistency. Finally, the story decoder generates a coherent and
informative human-like story.
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4.2 Graph Encoding Module
In order to effectively encode the constructed scene graph into
hidden states and infer the semantic corretion among image regions,
we propose a graph encoding module (GEM). GEM consists of
a graph attention layer, a feed-forward layer, as well as residual
connection and layer normalization. In this module, we input the
node representations extracted from the object detector, and then
enrich the new relation-aware node embeddings by aggregating the
neighborhood information from the scene graph. Most importantly,
the module can learn to assign high attention weights to the critical
semantic relations in each image, which is essential to compose an
informative story.
Scene Graph Construction. Scene graphs [35, 45, 48, 69, 74] can
encode structured knowledge from visual images, which generally
contain objects and semantic relationships between objects, such
as “flower-on-plant” in Figure 1 (2). In our work, for the 𝑛-th image,
we first utilize a pre-traied Faster R-CNN [52] as the object detector
and obtain a set of K objects, denoted by V𝑛 = {𝑣𝑛,1, · · · , 𝑣𝑛,K }.
Then, we adopt a scene graph parser [74] pre-trained on the Visual
Genome dataset [30] to detect the relationships between objects and
construct the scene graph𝐺𝑛 = {V𝑛, E𝑛}, whereV𝑛 and E𝑛 denote
the set of nodes (i.e., objects) and edges (i.e., relationships), respec-
tively. An edge 𝑒𝑛,(𝑖, 𝑗) represents the directed connection from node
𝑣𝑛,𝑖 to 𝑣𝑛,𝑗 . Additionally, we indicate the incoming and outgoing
neighbor sets of the node 𝑣𝑛,𝑖 as N𝑖𝑛𝑛,𝑖 and N

𝑜𝑢𝑡
𝑛,𝑖

, respectively. Ini-
tially, we employ an embedding layer to convert the feature of each
node 𝑣𝑛,𝑖 (i.e., the visual feature of an object) and edge 𝑒𝑛,(𝑖, 𝑗) (i.e.,
the word embedding of a relationship label) in the graph to the
dense vectors 𝑣𝑛,𝑖 and 𝑒𝑛,(𝑖, 𝑗) of the same dimension, respectively.

Owing to the information propagated through the directed edges
in the scene graph, our graph encoding module can learn two kinds
of representations for each node: 1) the incoming representation
that can aggregate the features from the incoming edges and the
corresponding incoming neighbor nodes; 2) the outgoing repre-
sentation which can be obtained from the outgoing edges and the
corresponding outgoing neighbor nodes. We denote

−→
𝐻 𝑙
𝑛,𝑖

and
←−
𝐻 𝑙
𝑛,𝑖

as the incoming and outgoing representations of node 𝑣𝑛,𝑖 at the
𝑙-th layer, respectively. The initial input embedding of each node
can be set as follows:

−→
𝐻 𝑙𝑛,𝑖 =

←−
𝐻 𝑙𝑛,𝑖 =𝑊𝑣 · 𝑣𝑛,𝑖 + 𝑏𝑣, (3)

where𝑊𝑣 and 𝑏𝑣 denote the learnable weight and bias matrices,
respectively.

Then, we adopt the graph attention [61] as the aggregation op-
erator to capture the global semantic information and exploit the
critical relationships in the scene graph. The joint representation
of each node is a result of aggregating its own embedding and the
embeddings of connected edges and neighbor nodes, which can be
formulated as follows:

�̃�𝑙
𝑛,(𝑖, 𝑗) =𝑊𝑒 · (

−→
𝐻 𝑙𝑛,𝑖 ∥𝑒

𝑙
𝑛,(𝑖, 𝑗) ∥

←−
𝐻 𝑙𝑛,𝑗 ) + 𝑏𝑒 , (4)

where𝑊𝑒 and 𝑏𝑒 are the learnable weight and bias matrices, respec-
tively, and ·∥· refers to the concatenation operator. Furthermore,
we compute the multi-head graph attention of all incoming and

outgoing relationships of each node:
−→𝑔 𝑙𝑛,𝑖 = ∥

ℎ
𝑜=1 (

∑
𝑗 ∈N𝑜𝑢𝑡

𝑖

𝛼𝑥
𝑛,(𝑖, 𝑗) �̃�

𝑙
𝑛,(𝑖, 𝑗)𝑊

𝑜
𝑣 ) ·𝑊𝑂 ,

𝛼𝑜
𝑛,(𝑖, 𝑗) =

exp(
−→
𝐻 𝑙−1

𝑛,𝑖
𝑊 𝑜

𝑞 · (�̃�𝑙𝑛,(𝑖,𝑗 )𝑊
𝑜
𝑘
)⊤

√
𝑑𝑘

)∑
𝑗 ∈N𝑜𝑢𝑡

𝑖
exp(

−→
𝐻 𝑙−1

𝑛,𝑖
𝑊 𝑜

𝑞 · (�̃�𝑡𝑛,(𝑖,𝑗 )𝑊
𝑜
𝑘
)⊤

√
𝑑𝑘

)
,

(5)

where −→𝑔 𝑙
𝑛,𝑖

denotes the new incoming representation for node
𝑣𝑛,𝑖 after the graph attention operation, and the new outgoing
representation←−𝑔 𝑙

𝑛,𝑖
can be obtained in the similar way.

After the graph attention sub-layer, we add a feed-forward layer,
and leverage the residual connection and layer normalization to
further enhance the representations as follows:

−→
𝐻 𝑙𝑛,𝑖 = LayerNorm(−→𝑔 𝑙𝑛,𝑖 +

−→
𝐻 𝑙−1𝑛,𝑖 ),

←−
𝐻 𝑙𝑛,𝑖 = LayerNorm(←−𝑔 𝑙𝑛,𝑖 +

←−
𝐻 𝑙−1𝑛,𝑖 ).

(6)

Finally, the updated representation𝐻𝑛,𝑖 of the 𝑖-th node in image 𝐼𝑛
can be achieved through concatenating the forward and backward
embeddings with a linear transformation:

𝐻𝑛,𝑖 =𝑊𝐻 · (
−→
𝐻 𝐿𝑛,𝑖 ∥

←−
𝐻 𝐿𝑛,𝑖 ), (7)

where𝑊𝐻 denotes the learnable weight matrix, and 𝐿 refers to the
number of layers in the graph encoding module.

4.3 Latent Memory Unit
Even though the vanilla Transformer shows the strong capability
in long-term sequence modeling, it is still challenging to adapt it
to our specific task due to its inability to preserve the core story
line and history information that helps to ensure topic consistency
and inter-sentence coherence. History information can provide rich
semantic clues to generate subsequent more coherent sentences
in a story. For example, humans can describe the current image
as “working in the office room”, by imagination and inference based
on the objects observed in the previous images, e.g., table,male, and
computer, which make up a story line.

To this end, we incorporate a latent memory unit into our LMGT.
The memory unit has three main functions: 1) mapping the encoded
graph feature into a latent space to obtain the highly summarized
latent memory as the story line, 2) augmenting the hidden states
with additional memory slots to store more semantic context, and
3) recurrently updating the memory by a gating function to record
sequential history information.

Capturing the Latent Memory. To further summarize the la-
tent memory as the story line from learned visual features, we
propose an latent graph by mapping the original feature of each
node (i.e., {𝐻𝑛,𝑖 } in Eq. (7)) into a set of additional latent nodes, and
then augmented those nodes with the previous memory. Specifi-
cally, we denote the introduced latent nodes as 𝑍 = {𝑧1, · · · , 𝑧𝑚} to
represent the learned latent memory, where𝑚 indicates the number
of latent nodes and𝑚 << K . Formally, the mapping process from
the original node to the latent one can be defined as:

𝑧 𝑗 =

K∑
𝑖=1

𝜙 (𝐻𝑛,𝑖 , 𝜃 𝑗 )𝑊 ⊤𝐻𝑛,𝑖 , 1 ⩽ 𝑗 ⩽𝑚, (8)
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where 𝜙 (𝐻𝑛,𝑖 , 𝜃 𝑗 ) = 𝐻𝑛,𝑖 · 𝜃⊤𝑗 refers to a projection function to
map node feature 𝐻𝑛,𝑖 to the latent node 𝑧 𝑗 , and 𝜃 𝑗 indicates the
learnable parameter of the 𝑗-th latent node.

Memory Construction. Specifically, in the proposed latent
memory unit, the hidden states of keys and values are both aug-
mented with the learned latent memory and extra memory slots
to encode more semantic contextual clues, which are set as plain
learnable vectors and can be updated step-by-step during train-
ing. Given the query set 𝑄 and the latent node set 𝑍𝑡 at step 𝑡 , we
formulate the memory-augmented attention operation as:

S(𝑄) = Att(𝑊𝑄𝑄,𝐾,𝑉 ),

where 𝐾 =[𝑊𝐾 (𝑄 ∥𝑦𝑡−1∥𝑍𝑡 )], 𝑉 = [𝑊𝑉 (𝑄 ∥𝑦𝑡−1∥𝑍𝑡 )],
(9)

where 𝑦𝑡−1 denotes the embedding of the last output. It is worth
noting that the proposed memory-augmented attention can also be
adopted in a multi-head attention fashion, by repeating weight ma-
trices (i.e.,𝑊𝑄 ,𝑊𝐾 and𝑊𝑉 ) for ℎ times, and finally concatenating
the results of all the heads.

Memory Update. Furthermore, we propose a recurrent mem-
ory updating strategy to record sequential history information, as
shown in the green box in Figure 3. In particular, when our model
decodes the 𝑁 -th image at the 𝑡-th time step, the memory unit
can perform multi-head attention on the representations from the
latent nodes 𝑍𝑡 and the memory embeddingM𝑡−1 ∈ R𝑇𝑚×𝑑 from
the previous time step, where 𝑇𝑚 denotes the length of recurrent
memory state. We denote the input query matrix as𝑄 =M𝑡−1, and
the key and value matrices as 𝐾 and 𝑉 during memory updating,
respectively. We impose the residual connections onto the mem-
ory unit during the decoding process, which can be formulated as
follows:

𝐶𝑡 = MLP(S(M𝑡−1) +M𝑡−1) + S(M𝑡−1) +M𝑡−1, (10)

where MLP(·) denotes the multi-layer perceptron. Furthermore,
we introduce two types of gates to balance the inputs fromM𝑡−1
and 𝑦𝑡−1, i.e., the forget gate 𝐺

𝑓
𝑡 and the input gate 𝐺𝑖𝑡 , which are

respectively formulated as:

𝐺
𝑓
𝑡 = tanh(M𝑡−1) ·𝑊 𝑓 + 𝑌𝑡−1 ·𝑉 𝑓 ,
𝐺𝑖𝑡 = tanh(M𝑡−1) ·𝑊 𝑖 + 𝑌𝑡−1 ·𝑉 𝑖 ,

(11)

where𝑊 and 𝑉 refer to learnable weights in each gate. Both gates
are used to control what information should be retained from the
previous memory states, maintaining the inter-sentence coherence
and topic consistency during the story generation. Thus, they are
the most critical components in the memory unit. Note that the
proposed memory unit employs the multi-head attention to encode
the memory states and obtain the multiple memory slots rather
than a single one as in LSTM [17] or GRU [7]. This can significantly
boost the capability of modeling complex long-term structures.
Then, the final output with the gating function is calculated as:

M𝑡 = sigmoid(𝐺 𝑓𝑡 ) ⊙ M𝑡−1 + sigmoid(𝐺𝑖𝑡 ) ⊙ tanh(𝐶𝑡 ), (12)

where ⊙ means the Hadamard product, and M𝑡 is the updated
memory of the latent memory unit at step 𝑡 .

Propagation from Latent Memory. In order to generate the
whole story considering the learned latent memory, we update
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Figure 3: Illustration of memory construction and update in
the proposed latent memory unit, where the embeddings of
𝐾 and 𝑉 can be concatenated with extra previous memory
slots 𝑀𝑡−1, and the memory updater would update the cur-
rent memory𝑀𝑡 .

the node features via propagating the information from the latent
nodes with memory back to the original nodes:

𝐻𝑛,𝑖 = Relu(
𝑑∑
𝑗=1

𝜙 ((𝐻𝑛,𝑖 ∥M𝑡−1), 𝜃 𝑗 ) · 𝑧 𝑗 ), 1 ⩽ 𝑖 ⩽ K, (13)

where the output 𝐻𝑛,𝑖 during the propagation can be leveraged as
the final representation including the latent memory for feature
𝐻𝑛,𝑖 .

4.4 Story Decoder
The story decoder in our proposed LMGT takes the output of the
encoder as input, and outputs each word of the sentence in a story.
It shares a similar architecture with the encoder, containing 𝐿 iden-
tical self-attention blocks and an augmented latent memory unit,
followed by residual connection and layer normalization. When the
decoder generates the 𝑡-th word in the 𝑛-th sentence, we denote
�̂�𝑛𝑡 ∈ R𝑑

′×1 as the embedding vector of the 𝑡-th word, and then the
input embedding matrix at the 𝑡-th time step is:

𝑊 𝑛
<𝑡 = [�̂�𝑛0 ; · · · ; �̂�

𝑛
𝑡−1], 𝑊 𝑛

<𝑡 ∈ R𝑑
′×𝑡 , (14)

where �̂�𝑛0 denotes the feature vector of the start token of a sentence.
In the (𝑙+1)-th block, the input feature 𝐻 𝑙<𝑡 ∈ R𝑑

′×𝑡 = (ℎ𝑙1, · · · , ℎ
𝑙
𝑡 )

is fed to a multi-head self-attention sub-layer:

𝐴𝑙+1·,𝑡 = MultiHead(𝐻 𝑙·,𝑡 , 𝐻 𝑙<𝑡 , 𝐻 𝑙<𝑡 ), (15)

where 𝐻 𝑙·,𝑡 ∈ R𝑑
′×1, 𝐴𝑙·,𝑡 ∈ R𝑑

′×1. Note that we denote the input of
the first block when 𝑙 = 0 as ℎ0𝑡 = �̂�

𝑛
𝑡−1. Afterwards, the output of

the self-attention sub-layer, i.e.,𝐴𝑙+1·,𝑡 , is aggregated with the feature
embeddings of the image stream learned from the encoder and
the memory states through the latent memory unit as described
in Sec. 4.3. Finally, we can get the output after applying the feed-
forward layer, and then fed it to the classifier to predict the next
word based on the pre-defined vocabulary.
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4.5 Training Objective
Given a sequence of ground-truth sentences 𝑦∗1:𝑁 with words𝑤𝑛1:𝑇 ,
we train our model with the cross-entropy loss function as follows:

LCE (𝜃 ) = −
𝑁∑
𝑛=1

𝑇∑
𝑡=1

log(𝑝𝜃 (𝑤𝑛𝑡 |𝑤𝑛1:𝑡−1, 𝑦
∗
1:𝑁−1)), (16)

where 𝜃 denotes the model’s parameters, and 𝑁 and 𝑇 refer to the
total number of sentences in a story and the number of words in a
sentence, respectively. We adopt the beam search [40] to generate
the sentence after decoding.

5 EXPERIMENTS
5.1 Datasets and Settings
Visual Storytelling Dataset (VIST) [24] totally contains 210,819
images and 50,200 stories collected from 10,117 Flicker albums,
which are annotated with a number of event titles by Amazon
Mechanical Turk (AMT). Each album includes five images and the
corresponding story composed of five sentences. Following [24],
we split all the samples into three sets, i.e., 40,098 in the training
set, 4,988 in the validation set, and 5,050 in the test set, respectively.
In our experiments, we define an image album or image stream as
a sequence of 5 images following [24].
Disney Dataset [43] andNYCDataset [43]. Disney includes 7,717
blog posts and 60,545 images collected with the searching topic of
“Disneyland”. Accordingly, NYC consists of 11,863 blog posts and
78,467 images collected with “NYC” as the topic. Following [43], we
take 70%/10%/20% of thewhole dataset to form the training/validation
/test set on both datasets, respectively.
Metrics. In our experiments, we adopt five widely-used automatic
metrics in visual captioning, i.e., BLEU [42], ROUGE-L [36], ME-
TEOR [11], CIDEr-D [60] and SPICE [2]. We adopt the public source
codes released by Microsoft COCO Evaluation Server to calculate
all the above-mentioned metrics [5].
Compared Methods. We compare our model with the follow-
ing state-of-the-art methods: seq2seq [24], BARNN [39], HAtt-
Rank [72],HPSR [64],AREL [68], SRT [65],KLST [70],HSRL [23],
VSCMR [33], SGVST [67],KLEV [19] and INet [26]. Additionally,
we choose two baseline approaches for image/video captioning, i.e.,
CNN-RNN [63] and HRNN [28], and adapt them to our task by
averaging the image features in the stream and concatenating all
the sentences to become a short story1.

5.2 Implementation Details
We implement our proposed model with PyTorch on two NVIDIA
Tesla V100 GPUs. To parse the scene graph of each image, we adopt
Faster-RCNN [52] with VGG-16 [55] or ResNet-152 [15] backbone
as the object detector, and MOTIFS [74] as the relationship detector.
Based on the confidence scores obtained by the two detectors, we
select top-10 objects and top-20 relationships in each scene graph.
We set the feature dimension of each image patch as 4,096, and then
encode those features into a 512-dimensional embedding through a
fully connected layer followed by the ReLU activation. For story

1In the experiments, the parameter settings of the above-mentioned methods are
adopted from the corresponding papers. Since not all the papers report results on the
validation sets, we only report the performance on the test sets of all the datasets.

generation, we build a specific vocabulary with 9,837 words, each
of which appears at least three times in the training set, and employ
the most frequent 150 object categories and 50 relationship labels
from Visual Genome [30]. Each word can be initially embedded
as a 512-dimensional vector by using GloVe [44], and sinusoidal
positional encoding [59] is adopted to represent word positions in
the sequence. Following the same hyper-parameter setting in [59],
we set the input feature size as 512 for all self-attention layers and
feed-forward layers in the Transformer, and our LMGT includes
ℎ = 8 heads in themulti-head self-attention layers. Both the encoder
and decoder contain six identical self-attention layers (i.e., 𝐿 = 6),
while the encoder has an additional graph encoding module and
the decoder has an augmented latent memory unit. In the latent
memory unit, we set the length of the recurrent memory state as 1
(i.e.,𝑇𝑚 = 1) and the dimension of extra memory vectors as 100 (i.e.,
the number of latent nodes 𝑑 = 100). During training, we adopt the
Adam optimizer and set the learning rate as 0.0015. In total, our
model is trained with 300 epochs, and the batch size is set to 100
image-story pairs. During decoding, we adopt beam search with
the size of 3. Finally, we choose the best model when the METEOR
score reaches the highest on the validation set, due to the advantage
of METEOR over other metrics [60].

5.3 Quantitative Results
We report the quantitative performance of our proposed model
compared with different baselines and state-of-the-art approaches
across three benchmarks in Table 1. We can observe that our pro-
posed LMGT with feature VGG16/512 or Res152/512 achieves supe-
rior performance over other baselines and state-of-the-art methods
in terms of all metrics. In particular, our LMGT clearly exhibits
better performance than RNNs based methods, i.e., seq2seq, HRNN,
BARNN and HAtt-Rank, by large margins. As we discussed pre-
viously, seq2seq and HRNN inherit the limitations from RNNs,
having difficulty in capturing complex relationships and long-term
dependency between different image regions and image streams. In
contrast, our model not only inherits the benefits from the Trans-
former, but also extracts enriched feature embeddings by exploiting
semantic relevance and inter-sentence coherence, thus bringing
significant improvements. Notably, our proposed model even out-
performs the models optimized with carefully designed reinforce-
ment learning rewards, i.e., AREL [68] and HSRL [23]. The above
observations apparently confirms the validity of augmenting latent
memory unit into the decoding process, because the highly summa-
rized latent information can be reasonably modeled and recorded.
Meanwhile, compared with the GCN based relation extraction ap-
proach (i.e., SGVST [67]) and knowledge graph based methods (i.e.,
KLST [70] and KLEV [19]), our proposed LMGT also achieves a
great improvement. This can be attributed to the introduced graph
encoding module which captures implicit semantic relationships
and attentively aggregates the features from the most important
regions based on the scene graph. In addition, we also evaluate
several variants of our proposed model by removing either of the
two proposed components or even both of them, the results of
which can also be found in Table 1. Specifically, when removing
both modules, the model is equivalent to the vanilla Transformer.
From the results, we can conclude that by adding the proposed two
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Table 1: Performance comparison of our method with the state-of-the-art approaches on the VIST [24], Disney [43], and
NYC [43] datasets, w.r.t. BLEU (B), ROUGE-L (R-L), CIDEr-D (C), METEOR (M), and SPICE (S). Here ‘B-n’ refers to BLEU score
using up to n-grams, ‘feature(IMG/TXT)’ shows the captured image feature and the adopted dimension of word embedding.
“†” and “‡” denote the methods utilized scene graph and reinforcement learning, respectively. ‘GEM’ and ‘LMU’ indicate our
Graph Encoding Module and Latent Memory Unit, respectively. The best performance is highlighted in bold.

Methods Feature VIST [24] Disney [43] NYC [43]

(IMG/TXT) B-1 B-2 B-3 B-4 R-L C M S M M

CNN-RNN [63] VGG16/512 38.3 18.2 8.7 4.2 - 8.5 10.5 12.5 8.0 7.0
HRNN [28] VGG16/512 34.9 16.0 7.7 3.7 - 6.5 10.0 10.2 7.7 6.1
seq2seq [24] VGG16/512 36.5 16.5 7.5 3.5 - 6.8 10.3 9.9 7.6 7.4
BARNN [39] VGG16/512 - - - - - - 33.3 - - -
HAtt-Rank [72] Res101/512 - - 21.0 - 29.5 7.5 34.1 - - -
HPSR [64] Res101/512 61.9 37.8 21.5 12.2 31.2 8.0 34.4 - - -
AREL‡ [68] Res152/512 63.8 39.1 23.2 14.1 29.5 9.4 35.0 - - -
SRT [65] VGG16/512 43.4 21.4 10.4 5.2 - 11.4 12.3 - 9.9 8.4
HSRL‡ [23] Res152/512 - - - 12.3 30.8 10.7 35.2 - - -
VSCMR [33] Res152/512 63.8 - - 14.3 30.2 8.7 35.0 - - -
KLST† [70] Res152/512 66.4 39.2 23.1 12.8 29.9 12.1 35.2 - - -
KLEV† [19] Res101/512 45.1 - - 5.6 24.1 9.6 29.6 - - -
SGVST† [67] VGG16/512 65.1 40.1 23.8 14.7 29.9 9.8 35.8 - - -
INet [26] Res152/512 64.4 40.1 23.9 14.7 29.7 10.0 35.6 - - -

LMGT (ours) VGG16/512 66.9 40.5 24.2 15.1 31.9 12.5 36.3 22.7 10.5 9.1
LMGT (ours) Res152/512 67.5 41.6 25.0 16.7 32.8 12.9 37.2 23.1 11.6 9.5

LMGT w/o GEM+LMU VGG16/512 55.6 33.5 19.7 10.9 25.2 8.2 25.6 15.6 8.1 7.5
LMGT w/o GEM VGG16/512 62.2 38.5 21.3 12.0 25.1 10.0 30.3 19.9 8.5 7.9
LMGT w/o LMU VGG16/512 63.6 39.0 22.9 13.2 28.2 11.2 34.5 20.6 9.7 8.3

Table 2: Performance comparison of ourmethod and several
baseline approaches in terms of human evaluation on the
VIST [24] dataset. The best performance is highlighted in
bold.

Methods Feature Q1 Q2

CNN-RNN [63] VGG16/512 8.01 6.97
HRNN [28] VGG16/512 7.72 6.07
seq2seq [24] VGG16/512 7.61 7.37

LMGT (ours) VGG16/512 9.22 8.35

LMGT w/o GEM+LMU VGG16/512 7.85 6.89
LMGT w/o GEM VGG16/512 8.30 7.34
LMGT w/o LMU VGG16/512 8.39 7.66

components, the performance of the vanilla Transformer can be
significantly enhanced in terms of all metrics.

5.4 Human Evaluation
Since current automatic metrics may not be sufficient to compre-
hensively and accurately evaluate the effectiveness of our proposed
model, we further conduct a human study to compare our approach
with several baseline methods. In particular, we asked 30 volun-
teers (15 males and 15 females) to score from 1 to 10 (10 means the
best performance) according to the following two criteria, after read-
ing 50 randomly selected stories generated by our proposed model
and other approaches on VIST [24]. Question 1 (Q1): Whether the
generated story is semantically coherent and relevant to the given
image stream? Question 2 (Q2): Whether the generated story is

expressive and informative in story-style language? The quantita-
tive results are listed in Table 2, where we can clearly observe that
LMGT significantly outperforms other methods and achieves the
highest scores in terms of both criteria. For example, our LMGT
obtains 9.22 and 8.35 w.r.t. Q1 and Q2, which are higher than HRNN
by more than 1.5 and 2.2, respectively. The low scores of CNN-RNN,
HRNN, seq2seq demonstrate the limitations of RNNs basedmethods
in modeling long-term sentences and complex semantic relation-
ships, as well as the necessity to augmented a latent memory unit
to remember the story line history. These subjective results once
again demonstrate that our LMGT can effectively boost the quality
of the generated story.

5.5 Qualitative Results
We visualize a few examples with the input image streams, the cor-
responding scene graphs, the ground-truth stories and the stories
generated by LMGT as well as the baseline seq2seq [24] in Figure 4.
As can be observed, the stories generated by our LMGT are more
informative, human-like and closer to the ground-truth compared
with the results of seq2seq. Meanwhile, LMGT successfully main-
tains the globally coherent story line, so that the generated sentence
of each image is more consistent with the main topic as well as
more coherently associated with the preceding/following sentences.
As an example, we observe less details and several incoherence in
the stories generated by seq2seq, whereas our LMGT identifies
more related entities and the corresponding semantic relations in
each sentence, e.g., “drinks in the hand” and “fire on the field” in
Figure 4 (a); “words/flowers on the beside” and “foods on the table”
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GT: (1) It was our first big backyard barbeque of summer and we invited all 
friends. (2) We all sat around and caught up with each others’ lives. (3) Dave 
started the fire pit, look at those flames! (4) Everyone put hot dogs on skewers 
and roasted them over the fire. (5) We all had a great time hanging out until 
very late in the night and it was a great party!

Seq2Seq: (1) The family had a great time at the house. (2) We had a lot of fun 
at the party. (3) We had a fire pit fire. (4) There were many different types of 
food. (5) [Male] was very happy to be there. 

Our LMGT: (1) A group of friends had a great party together and they bought 
drinks in the hand. (2) Friends talked to each other and enjoyed the drinks in 
the cup. (3) [Male] lit a fire on the field. (4) [Male] put hot dogs on the oven 
and had good foods in the hand. (5) Friends enjoyed a great time together
beside the white light. 

GT: (1) The group had a celebration among themselves. (2) The room was 
decorated with balloons and ribbons. (3) The cake was enjoyed by all. (4) 
And there was plenty of food. (5) A few antics was performed to entertain the 
crowd. 

Seq2Seq: (1) I went to the fair. (2) The organization was there. (3) There 
were many people there. (4) The cake was very delicious. (5) We had a lot of 
fun. 

Our LMGT: (1) The kids went to celebrate my birthday together with a
cake. (2) Ribbons were decorated at top of room and balloons on the beside. 
(3) The cake was decorated with words and flowers on the beside.  (4) The 
kids were having foods on the table. (5) The kids were playing the game and 
had a gift on the hand. 

(1) (2) (3) (4) (5) (1) (2) (3) (4) (5)

(a) (b)
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Figure 4: Qualitative exampleswith input image streams and scene graphs for visual storytelling by our proposed LMGTmodel
compared with the ground truth (GT) and baseline seq2seq [24]. We denote the words in green and blue as the learned latent
memory and captured semantic relations in the sentences, respectively.

in Figure 4 (b). These findings demonstrate the effectiveness of
the introduced graph encoding module in LMGT, which detects
the important relationships between image regions with the help
of scene graphs to make the story composed of enriched objects
and events, eventually leading to a complete and informative story.
Moreover, our LMGT has the ability to capture the more important
facts as the story line from the image stream to maintain the global
coherence throughout the sentences, e.g., “friends” and “together”
in Figure 4 (a); “kids”, “birthday” and “decorated” in Figure 4 (b),
which are in accordance with their appearances and semantic sym-
bols in image streams so that the story appears more consistent and
smooth in the topic. We also notice that the seq2seq often misses
the previous context when generating the subsequent sentences,
while our generated stories are more inter-sentence coherent. This
should be attributed to our proposed latent memory unit, which can
propagate previous memory states to make the generated sentence
more coherent with the previous ones.

5.6 Ablation Study
Effect of the Graph Encoding Module (GEM).We compare our
full LMGT model to LMGT without GEM, and report the results
in Tables 1 and 2. Note that ‘LMGT w/o GEM’ means the model
replaces the graph attention layer by a self-attention layer. We
can find from both tables that removing GEM brings an expected
decrease in performance, revealing the proposed GEM is benefi-
cial for injecting rich semantic relational knowledge into feature
embeddings, and thus significantly boosts the performance.
Impact of the LatentMemoryUnit (LMU).As shown in Tables 1
and 2, the objective and subjective performance of LMGT degrades
a lot when removing LMU, suggesting LMU enhances the inter-
sentence coherence for story generation, and the topic consistency
can also be well preserved. Furthermore, as shown in Table 3, we

Table 3: Ablation study of the proposed latent memory unit
on VIST [24] with feature VGG16/512. “Re”, “Len”, “Layer”,
and “Node” refer towhether sentence-level recurrence is uti-
lized, the length of the memory state, the number of hidden
layers used, and the number of latent nodes, respectively.

Model Re Len Layer Node B-4 M C

LMGT × - 2 100 14.0 30.7 10.1

LMGT ✓ 1 1 100 14.3 32.6 10.9
LMGT (default) ✓ 1 2 100 15.1 36.3 12.5
LMGT ✓ 1 5 100 15.3 36.5 12.6

LMGT ✓ 2 2 100 14.9 35.8 12.0
LMGT ✓ 5 2 100 14.6 35.3 11.5

LMGT ✓ 1 2 50 14.2 33.7 11.2
LMGT ✓ 1 2 150 14.5 35.9 12.1

evaluate different configurations for LMU. We can see that a default
setting with sentence-level recurrence, two hidden layers, memory
state length with 𝑇𝑚 = 1, and 100 latent nodes achieves a good
trade-off between effectiveness and efficiency.

6 CONCLUSION
In this paper, we proposed a novel graph Transformer, i.e., LMGT,
for visual storytelling. By virtue of the designed graph encoding
module, important interactions and semantic relationships among
visual objects can be encoded based on the parsed scene graph.
Furthermore, the latent memory unit can endow the model the
ability to record the sequential history and contextual relevance
among sentences, thus maintaining a consistent story line. Exten-
sive experimental results demonstrate that our proposed model
outperforms the state-of-the-art methods as our generated stories
are coherent, informative and more like human-written.
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